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Everyone complains of his memory, and no one 
complains of his judgment.
— François de La Rochefoucauld

IntroductIon 

How doctors think, reason and make clinical decisions is 
arguably their most critical skill. Importantly, it underlies 
a major part of the process by which diagnoses are 
made. In all of the varied clinical domains where medicine 
is practised, from the anatomic pathology laboratory to 
the intensive care unit, decision making is a critical 
activity. Yet, it is somewhat surprising that the topic is 
not explicitly addressed in most medical undergraduate 
curricula. It is generally assumed, since decision making 
is ubiquitous, that physicians will have automatically 
acquired their clinical decision making skills in the 
course of their training, by osmosis, example, mentorship, 
mimicry or other means. 

Diagnostic decision making is a pivotal skill exhibited 
across all medical domains. If it was a reliable process 
and performed well, there would be little cause for 
concern. However, the emerging evidence suggests 
otherwise. Diagnostic errors are frequent and under-
appreciated.  Although the true overall prevalence is 
unknown, it is estimated to be in the order of 10–15%.1 
In the benchmark studies of medical error, it was ranked 
as the second leading cause of adverse events and was 

common in emergency medicine, internal medicine and 
family practice2–4 – all areas in which uncertainty about 
diagnosis is at its highest. These areas also share further 
disruptive factors in the form of interruptions and the 
requirement for patient handover. Specialist areas such 
as intensive care are also vulnerable.5 A diagnosis has 
usually been made and ‘handed on’ and its validity needs 
to be examined. 

The imperfections of clinical reasoning in modern 
medicine were written about more than 60 years ago,6 
but it is only quite recently that the problem has come 
into focus. Perhaps it is not altogether surprising that it 
has taken so long for the problem to attract the 
attention it deserves. Prior to the emergence of the 
Patient Safety movement, which began a little over a 
decade ago, the culture of silence in medicine would not 
readily have admitted open discussion about diagnostic 
failure. After all, ‘diagnostic acumen’, observed Nuland, 
was ‘every doctor’s measure of his own abilities’ and ‘the 
most important ingredient in his self-image’.7 Another 
major issue was that decision making was an invisible 
process – something that went on inside the physician’s 
head and, unlike a surgical or medication error, was 
hidden from view.

The hidden elements turn out to be mostly psychological 
factors. These underlie the processes of reasoning and 
behaviour in general. But psychology is not the province 
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of medicine, and it has not been easy for medical people 
to deliberate on its tenets. It might be easier if part of 
medical education were to include (and embrace) basic 
psychology theory as Redelmeier and his colleagues 
have suggested in an excellent series of articles on 
problems in clinical judgment.8–12 Arthur Elstein, recently 
reflecting upon a career devoted to understanding ‘how 

physicians make decisions and how to help them make 
better ones’,13 somewhat ruefully observed:  ‘It would be 
good if physicians were as well acquainted with the 
relevant principles of cognitive psychology as they are 
with comparable principles in pathophysiology.’14  

Despite these obstacles, recent progress has been made. 
It was catalysed by the publication of two books, How 
doctors think: clinical judgment and the practice of medicine 
by Montgomery in 200615 and How doctors think by 
Groopman in 2007.16 Both works provided unprecedented 
exposées of the soft underbelly of physicians’ thinking 
processes and probably did more to flush the problem 
out into the open than a dozen learned articles in 
leading journals might have done. In 2008, the first of a 
series of annual conferences on diagnostic error was 
held in the US17 and led to the American Journal of 
Medicine dedicating a special supplement to diagnostic 
error in 2009. This year, the Royal College of Physicians 
of Edinburgh held a one-day conference on clinical 
decision making and patient safety, the first of its kind in 
the UK.

ModelS of decISIon MAKIng

Part of the problem in teaching about decision making is 
that, until recently, there was little agreement about the 
process of decision making itself. A confusing variety of 
paradigms existed.18 However, over the past 20 years a 
consensus has emerged around dual process theory as 
an eclectic, robust, and teachable approach. In essence, 
the theory proposes two distinct modes of thinking, 
each of which has distinctive properties (Table 1). 
Intuitive reasoning is characterised by the ‘shoot-from- 
the-hip approach’, or ‘gut reaction’. It is fast, impulsive, 
effortless, reflexive, multi-channelled and may serve us 
well in certain situations in medicine, but it is error-
prone.  Analytical reasoning, by contrast, is slow, explicit, 
deliberate, purposeful, single-channelled and generally 
more reliable. The model has been applied to diagnostic 
reasoning22 and is illustrated in Figure 1.
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table 1 Major characteristics of type 1 and type 2 decision-
making processes

Characteristic type 1 type 2

Reasoning style Intuitive
Heuristic
Associative
Concrete

Analytical
Normative
Deductive
Abstract

Awareness Low High

Verbal behaviour None to minimal Yes

Prototypical Yes No, based on sets

Action Reflexive, skilled Deliberate, 
rule-based

Automaticity High Low

Speed Fast Slow

Channels Multiple, parallel Single, linear

Propensities Causal Statistical

Effort Minimal Considerable

Cost Low High

Vulnerability to bias Yes Less so

Reliability Low, variable High, consistent

Errors Common Few

Affective valence Often Rarely

Predictive power Low High

Hard-wired May be No

Scientific rigour Low High

Context Specific General

Context importance High Low

Adapted from  Dawson,19 Croskerry20 and Evans.21
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Figure 1 A diagnostic schema based on dual process theory.



The model flows from left to right. Patients initially 
present with signs and symptoms of disease/illness to the 
clinician. If these are recognised at the outset there is a 
strong likelihood the intuitive mode (type 1 processes) 
will engage and a very fast decision made. In contrast, if 
they are not recognised, the analytic mode (type 2 
processes) will be engaged and a slower, systematic effort 
made to determine the diagnosis. There are several 
operating characteristics of the model:

1. Repeated presentations to the analytic mode will 
eventually result in the pattern being recognised, and 
default to the intuitive mode occurs. Essentially, this 
is the process that occurs as expertise develops. 

2. The analytic mode can override the intuitive mode. 
This is a type of executive control function – if on 
reflection (metacognition) the analytic mode thinks 
that the intuitive mode might be mistaken (first 
impression was wrong), or an issue needs deeper 
consideration, an override may occur.

3. The intuitive mode can override the analytic  
mode. Thus, despite knowing the best thing to  
do, intuition may prevail and result in an irrational  
act (dysrationalia).

4. The dotted blue line indicates a toggle function back 
and forth between the two modes. If, for example, an 
intuition occurs but is overridden by the analytic 
mode, a second intuition can result and be examined 
again. Thus, the system is dynamic and may oscillate 
back and forth to produce a well-calibrated response.

5. There is a general tendency to default whenever 
possible into the intuitive mode. This serves the useful 
function of sparing cognitive effort. It is referred to as 
‘the cognitive miser function’.

cAlIBrAtIng dIAgnoStIc decISIon MAKIng

In practical, clinical terms, if a diagnosis has been made 
intuitively and treatment has been started there are five 
possible outcomes:

1. The diagnosis is correct and complete and the 
patient gets better.

2. The diagnosis is correct, but the patient deteriorates 
because of the severity of the illness.

3. The diagnosis is partially correct or something else is 
going on so the patient stays the same or deteriorates.

4. The diagnosis is wrong, but the patient gets better 
anyway.

5. The diagnosis is wrong and the patient deteriorates.

When the patient is reassessed and has failed to improve 
or has deteriorated, the clinician’s thinking should ‘toggle’ 
from intuitive to analytical with the possibilities described 
above in mind (Figure 1).

This medical model of dual process theory and its 
operating characteristics have been described in further 

detail elsewhere.18,20,22,23 The key to well-calibrated 
decision making is to be in the right mode at the right 
time and experience is an important factor.24 The ability 
to realise which mode you are in (metacognition) and 
move from one to the other is also important. Generally, 
novices and trainees spend more time in the analytic 
mode, whereas the experienced clinician spends more 
time in the intuitive mode. Importantly, most biases and 
heuristics occur in the intuitive mode and this is where 
many of our thinking failures originate.

PSychologIcAl fActorS 

Analytical thought mostly follows the rules of logic and 
science, is relatively independent of context and is 
reproducible. Intuitive thought, in contrast, embraces a 
much wider range of thinking that may involve heuristics, 
biases, prejudices, emotion, passion, creativity, inspiration, 
lateral thinking, and other characteristics, as well as 
some hard-wired human behaviours such as have been 
described.18,25 It is less reproducible and highly context 
dependent. Cognitive and affective biases or ‘dispositions 
to respond’ (CDRs and ADRs) reside in our intuitions, 
are prevalent and especially relevant to clinical reasoning. 
More than 50 CDRs have been described,26,27 and about 
a dozen ADRs.28 Jenicek has recently expanded the 
cognitive biases list to more than 100.29 Examples of two 
CDRs, anchoring and search satisficing, are given in case 
study 1 overleaf, and the ADR fundamental attribution 
error in case study 2. (‘Satisficing’ is an amalgam of satisfy 
and sufficient. In conducting a search for information, 
clinicians will reach a point at which they are satisfied 
that a sufficient search has been done.) Examples abound 
of more familiar social biases in medicine (Table 2), and an 
example is given in case study 3.

dIScuSSIon

The abundance of biases raises the obvious question of 
how we can remain rational and yet be so fundamentally 
flawed in our thinking. How do we ever make a sensible 
decision? The answer probably lies in the fact that much 
of what we do is routine, predictable and requires little 
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Gender30–34

Race35–40

Ethnicity36–39

Obesity41–44

Psychiatric illness45–48

Age49–52

Socioeconomic status35,53

Sexual orientation54–56

Substance abuse disorders57,58

Chronic and complex illness58,59

table 2 Demonstrable biases in the medical setting
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CaSe StuDY 1   

A 45-year-old woman presents to the 
emergency department in an agitated 
state. She is holding a large empty 
bottle of aspirin and says that she 
has taken all of the pills a few hours 
ago to ‘end it all’.  Her breathing and 
heart rate are fast; she is nauseated 
and complains of ringing in her ears. 
Blood is drawn for testing that includes 
a toxic screen, intravenous lines are 
started and treatment is begun for 
salicylate poisoning. Within an hour, the 
laboratory reports that her salicylate 
level is at a toxic level.

Although her condition initially showed 
some marginal improvement, when 
she is reassessed by the emergency 
physician after two hours, the impression 
is that she is not progressing as well as 
expected. She now appears confused and 
her monitor shows a marked tachycardia. 
While the physician is reflecting on her 
condition, the patient’s partner comes to 
the emergency department to enquire 
how she is doing. The physician tells him 
that she is not doing as well as expected 
but, given that she has taken a major 
overdose of salicylate, she may take a 
little time to stabilise. Her partner 
pulls an empty bottle of a tricyclic 
antidepressant out of his pocket and 
says that he found it on the bedroom 
floor when he got home from work. 
He wonders if this is important.

Shortly afterwards, the patient 
becomes hypotensive, with the monitor 
showing an intraventricular conduction 
delay with wide QRS, first-degree block 
and a prolonged QT interval; she then 
has seizures.  She is intubated and 
transferred to the intensive care unit. 

Comment: The case illustrates two 
cognitive dispositions to respond: 
anchoring and search satisficing. The 
emergency physician and nurses initially 
anchor on the patient’s story, the 
empty bottle of salicylate, and the signs 
of acute salicylate toxicity. They do not 
enquire about any other medication 
she might have taken. The initial toxic 
screen measures only salicylate, 
acetaminophen and alcohol levels, and 
the initially high salicylate level confirms 
their belief that they are dealing with a 
salicylate toxidrome. 

However, they have satisfied themselves 
that they were dealing with only a 

single toxicity and called off the search 
for any others. Had they asked the 
patient if she had taken anything else 
they might well have discovered the 
concurrent (and potentially more 
fatal) tricyclic overdose or might have 
detected tricyclics in a qualitative urine 
screen that would have alerted them to 
the possibility of concurrent toxicity.

CaSe StuDY 2   

A 28-year-old female patient is sent 
to an emergency department from a 
nearby addictions treatment facility. Her 
chief complaints are anxiety and chest 
pain that has been going on for about a 
week. She is concerned she may have a 
heart problem.  An electrocardiogram is 
routinely done at triage. 

The emergency physician who signs up 
to see the patient is well known for his 
views on ‘addicts’ and others with ‘self-
inflicted’ problems who tie up busy 
emergency departments. When he goes 
to see the patient he is informed by the 
nurse that she has gone for a cigarette. 
He appears angry and verbally 
expresses his irritation to the nurse. 
He reviews her electrocardiogram, 
which is normal.

When the patient returns he 
admonishes her for wasting his time 
and after a cursory examination 
informs her she has nothing wrong 
with her heart and discharges her with 
the advice that she quit smoking. His 
discharge diagnosis is ‘anxiety state’. 

The patient is returned to the 
addictions centre where she continues 
to complain of chest pain but is 
reassured that she has a normal 
cardiogram and has been ‘medically 
cleared’ by the emergency department. 
Later in the evening she suffers a 
cardiac arrest from which she could 
not be resuscitated.  At autopsy, 
multiple small emboli were evident 
in both lungs with bilateral massive 
pulmonary saddle emboli. 

Comment: This is an example of 
the affective disposition to respond 
fundamental attribution error. The 
physician focuses on the disposition 
of the patient rather than the 
circumstances that led her into 
addiction. She had a long history of 
physical and sexual abuse. His anger 
at the patient further distracts him 

from his usual practice of reviewing 
medications and noticing on her triage 
chart that she is on a birth control pill 
and that she is a smoker.

CaSe StuDY 3   

A 32-year-old female presents to the 
emergency department with complaints 
of abdominal pain and vomiting. She 
is black, obese, schizophrenic and has 
poor personal hygiene. She does not 
communicate very well. She is treated 
with intravenous fluids, analgesics and 
anti-emetics. Her blood work-up and 
urinalysis are within normal limits.  

A diagnosis of gastroenteritis is made 
and she is mobilised for discharge, but 
she begins to vomit again. It is getting 
late in the evening and the emergency 
physician decides to keep her overnight 
and arranges an ultrasound of her 
abdomen and repeat blood work for 
the morning.

The following morning, the ultrasound 
is reported as normal, but her white 
cell count has gone up to 13,000/
mm3.  Abdominal X-rays are done and 
appear normal. Her condition does not 
improve through the day and in the late 
afternoon a computed tomography exam 
of her abdomen reveals a four-inch-long 
metallic/plastic foreign body, a hair clasp, 
in her stomach. This is removed several 
hours later by endoscopy.

Comment: From the outset, the 
patient had a number of likely biases 
operating against her. She is black, 
obese, schizophrenic and has poor 
hygiene. History taking is cursory  
and her physical examination limited 
and inadequate. She was not undressed 
fully for her diagnostic imaging  
exams and several artefacts (belt  
buckle, bra hardware and some clips) 
were evident on the X-ray, which 
presumably contributed to the hair 
clasp being missed. 

It took a total of 28 hours in the 
emergency department before the 
correct diagnosis was made. There were 
four handovers during the course of 
her stay in the emergency department, 
characterised by a poor management 
plan and one of the physicians being 
dismissive of the patient’s complaints. 
Further history taken later revealed 
that she had a history of self-harm and 
swallowing foreign objects.



in the way of analytic thought. In reality, we spend less 
time thinking rationally than we might think. 

In order to make a rational decision we need to be fully 
informed about all the relevant information and, as we 
are well aware, this is rarely the case in medicine. There 
is always an irreducible uncertainty. James Reason, in 
Human error,60 nicely describes this as ‘the cognitive 
reality departing from the formalised ideal’ when he 
discusses ‘flesh and blood’ decision making, that is, the 
real decision making that occurs at the interface 
between clinician and patients, when resources are 
limited, time is short, cognitive effort is being rationed 
and shortcuts are sought. Under these circumstances, 
thinking analytically may be the exception as, for the 
most part, we are ‘getting by’ in the intuitive mode. This 
is captured in the iceberg metaphor:  ‘Cognitive thought 
is the tip of an enormous iceberg. It is the rule of thumb 
among cognitive scientists that unconscious thought is 
95% of all thought – this 95% below the surface of 

conscious awareness shapes and structures all conscious 
thought.’61 In unconscious, intuitive thought reside 
heuristics (mental shortcuts, maxims, rules of thumb), 
and the readily available (cognitively miserly) other 
shortcuts offered by labelling, stereotyping, prejudices, 
and biases.

Some have suggested that the demonstration of such 
widespread cognitive biases must lead to the conclusion 
that ‘our cognitive machinery contains deep defects in 
design’.62 However, evolutionary psychologists have 
argued, instead, that many biases in human information 
processing should not be viewed as ‘errors’ but rather 
as the product of the evolutionary processes that were 
necessary to solve specific adaptation challenges in our 
ancient environments.  What has been necessary to 
move our genes forward over the past hundreds of 
thousands of years, may not now appear so adaptive in 
an environment that has changed dramatically in the past 
10,000 years.63  
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table 3 De-biasing strategies to reduce diagnostic error

Strategy Mechanism/action

Develop insight/awareness Understand the nature, limitations and operating characteristics of the two principal modes of 
thinking. Be aware that most biases occur in the intuitive mode. Provide detailed descriptions and 
thorough characterisations of known cognitive and affective biases, together with multiple clinical 
examples illustrating their adverse effects on decision making and diagnosis formulation.

Consider alternatives Establish forced consideration of alternative possibilities, e.g. the generation and working through 
of a differential diagnosis. Encourage routinely asking the question: What else might this be?

Metacognition and reflection Train for a reflective approach to problem solving: stepping back from the immediate problem to 
examine and reflect on the thinking process (analytical monitoring of intuition and double checking).

Decrease reliance on memory Improve the accuracy of judgements through cognitive aids: mnemonics, clinical practice 
guidelines, algorithms, personal digital assistants.

Specific training Identify quantitative flaws and biases in thinking and provide directed training to overcome 
them: e.g. instruction in fundamental rules of probability, distinguishing correlation from 
causation, basic Bayesian probability theory.

Simulation Develop mental rehearsal, ‘cognitive walkthrough’ strategies for specific clinical scenarios to 
allow cognitive and affective biases to be made and their consequences to be observed and 
appreciated. Construct clinical training videos contrasting incorrect (biased) approaches with 
the correct (de-biased) approach.

Cognitive forcing strategies Develop generic and specific strategies to avoid predictable bias in particular clinical situations. 
Promote use of forcing functions and checklists.

Make task easier Gather more information about the specific problem to reduce task difficulty and ambiguity. 
Make available rapid access to concise, clear, well-organised information, e.g. medical history, 
discharge summaries, current medications.

Minimise time pressures Provide adequate time for quality decision making. Minimise interruptions and distractions and 
other sources of attentional capture.

Accountability Establish clear accountability and follow-up for decisions made. It should always be clear who is 
responsible for decisions that are made.

Feedback Provide as rapid and reliable feedback as possible to decision makers so that errors are immediately 
appreciated, understood and corrected, resulting in better calibration of decision makers.

Maintain cognitive skills Be aware that whatever higher level cognitive skills are acquired need regular rehearsal and 
maintenance. Clinicians should not trust themselves to stay up to date. Besides taking regular 
refresher courses to maintain knowledge currency, they should use external validation of 
cognitive skills and performance.

Adapted from Croskerry.26
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table 4 Strategies for improving intuitive performance

Optimise 
decision-making 
environment

Good decision making comes from good environments. They should be well designed, ergonomically 
sound, with minimal interruption or distractions. They should provide expert, high level tutoring and 
mentoring, and rich opportunities for practice and development of domain-specific skills.

improve 
feedback

Feedback should occur as soon as possible and be objective, relevant, accurate, unambiguous and reliable. It 
should not be simply ‘good’ or ‘bad’ but rather should detail multiple attributes of the skill that is under focus.

impose circuit 
breakers

Train individuals to be able to recognise, screen and censor their intuitive thoughts and actions. 
Encourage learners to be reflective, sceptical, to routinely challenge and to seek dis-confirming evidence.

acknowledge 
emotions

Encourage awareness of and insight into emotions. Recognise the cues of visceral arousal and treat emotions 
as data. Postpone decisions in hot emotional contexts. Recognise that positive affect is associated with relaxation 
and openness to new ideas. Promote ability to infer emotional states of others and use this information.

explore 
connections

Avoid rigid, pre-programmed reactions. Configure and reframe the problem in different ways. Try to think of 
things that cannot be seen rather than what is immediately apparent.  Allow alternatives to stereotypical, logical 
analysis. Be imaginative in exploring connections outside the framework in which the problem is presented. 
Use narrative, metaphor and analogies to make connections between difference aspects of the problem.

accept conflict 
in choice

Recognise bounded rationality of decision making.  Accept that there will often be uncertainty and 
conflict in any choice made. Identify emotional vs computational sources of conflict. Recognise when 
influence of sunk cost (already incurred, irrecoverable costs) and status quo biases are operating. Use 
‘worst case scenario’ as a reference point for perspective.

Make scientific 
method intuitive

Develop and practice cognitive forcing functions to avoid common pitfalls to the point that it becomes 
second nature (intuitive) to use them. Make it a habit to use cognitive decision aids (clinical guidelines, 
algorithms, clinical pathways, reliable sources) rather than trusting intuitions.

Adapted from Hogarth.64

table 5 Stages of critical thinking

level attributes Deficiencies

1. 
Unreflective 
thinker

May have developed multiple skills in thinking but 
unaware of them. 

Unaware of determining role that thinking plays in 
their lives. Such skills as have been developed are 
inconsistently applied due to lack of self-monitoring 
of thought. Prejudices and misconceptions often 
undermine quality of thinking. 

2. 
Challenged 
thinker

Aware of the important role of thinking and that problems 
may lead to serious outcomes. Basic grasp of necessary 
standards of clarity, accuracy, precision, relevance, logic 
and how to attain them.  Aware of need for deliberative, 
reflective thinking.  Aware of role of self-deception.

Unable to identify causative factors underlying flawed 
thinking. Limited skills but often overconfident in 
abilities. In need of a framework for understanding 
how thinking works, and the factors that influence it.

3. 
Beginning 
thinker

Begins to take active control across multiple domains. 
Recognises basic problems and need to internalise 
and use standards. Begins to monitor own thoughts, 
but sporadic. Begins to recognise egocentric thought 
in themselves and others, and intellectual humility.

Lack of plan to deal with basic problems. No 
systematic strategies to solve thinking problems. Need 
to know value of practice, training and good habits.

4. 
Practising 
thinker

Recognition that problems exist in their thinking and 
awareness of habits needed to take charge of their 
thinking. Evidence of active organisation of thinking in 
some areas, especially in dealing with own egocentricities.

Limited insight into deeper levels of thought. Often 
unsuccessful at thinking in a variety of domains. Still 
limited ability to monitor and realistically critique 
own thoughts. 

5.  
Advanced 
thinker

Good thinking habits now established and working. 
Intellectually humble and actively self-monitors 
and analyses thinking in all significant domains. 
Continuously strives for fair-mindedness.  Aware of 
egocentric thought and strategies against it.

Not yet consistent at a high level across all domains 
of thinking. Occasional lapses into egocentricity, 
sociocentric and one-sided reasoning. 

6.  
Accomplished 
thinker

Systematically takes charge of thinking and strives for 
improvement. Has developed capacity to intuitively 
assess thinking for clarity, accuracy, precision, 
relevance, logic etc. High degree of intellectual humility, 
integrity, perseverance, courage, empathy, autonomy, 
responsibility and fair-mindedness.

From Elder and Paul.65



Given that we spend so much of our time in the intuitive 
mode, where most of our thinking failures originate, one 
of the major challenges is to de-bias our thinking. 
Cognitive and affective de-biasing strategies are listed in 
Table 3. We should also attempt to create conditions 
under which intuitive thinking might be more reliable, as 
Hogarth has proposed (Table 4).64 Many of these 
strategies are aimed at learners and novitiates, but there 
is important work to be done with clinicians already in 
practice.  According to Elder and Paul, the attainment of 
higher critical thinking skills passes through six levels of 
competence (Table 5).65 From the descriptors given, few 
clinicians would probably put themselves much further 
than level 2–4 in their current performance.

concluSIon 

The ways in which physicians think is an extremely 
important part of providing safe healthcare, especially 
around timely and correct diagnosis.  We now have a 
new model of decision making that clearly delineates 

two types of thinking. The dual process model provides 
insight into the daily business of decision making.  
It describes the characteristics of each mode and  
its limitations. The model can be readily taught to those 
in training.

We need to be aware that much of our cognitive time is 
spent in the intuitive mode, where heuristics and biases 
preponderate. Physicians should appreciate that they are 
just as vulnerable to bias in this mode as others are.

A number of strategies have been proposed to help 
de-bias ourselves in decision making and to improve our 
performance in the intuitive mode. Together, they can 
lead to better calibrated decision makers and an 
improved level of safety for patients. 
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